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I am transitioning from academia to industr\ to work as a data scientist and machine learning scientist. Over the past 14 \ears, I have researched in software engineering to
improve software design and code qualit\ using statistics and machine learning techniques. I have a special interest in finding business impacts b\ leveraging big data intelligence.

ED8CA7I2N
KRUea AdYaQced IQVWLWXWe Rf ScLeQce aQd TecKQRORJ\ (KAIST) FHE. 2007 - AXJ. 2013
Ph.D. Computer Science 2013

KRUea AdYaQced IQVWLWXWe Rf ScLeQce aQd TecKQRORJ\ (KAIST) 6HSW. 2004 - FHE. 2007
M.S. Computer Science 2007

SRJaQJ UQLYeUVLW\ FHE. 2000 - FHE. 2004
B.E. Computer Science 2004
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SeQWLPeQWaO AQaO\VLV Rf MRYLe ReYLeZV XVLQJ a DeeS LeaUQLQJ NeXUaO NeWZRUN (SSULQJbRaUd) MDU. 2019 - JXO\ 2019
We have developed a deep learning model for identif\ing and classif\ing the sentiment expressed in texts of movie reviews as positive or negative using P\thon with Keras. We
especiall\ used a pre-trained embedding, Glove, for the Embedding la\er in a Convolutional Neural Network model and discussed the overfitting.

PUedLcWLRQ Rf ScRUeV fRU PXbOLc ScKRROV LQ CaOLfRUQLa (SSULQJbRaUd) 2FW. 2018 - JXQH 2019
I applied man\ of the data science-related techniques for data wrangling, explorator\ data anal\sis, data visuali]ation, and machine learning modeling. I provided the prediction
models using the regression and classification algorithms for finding the inferior schools that need help.b

EfÀcLeQW RefacWRULQJ CaQdLdaWe IdeQWLÀcaWLRQ (KRUea UQLYeUVLW\) MDU. 2008 - ASU. 2017
As a sole principal investigator, I developed an efficient refactoring recommendation s\stem that helps software developers change code more easil\. In order to increase the
computational efficienc\ of the heav\ computation when evaluating a large number of refactoring candidates, I developed the following methods.b

I developed a fast refactoring candidate assessment methodbusing the graph-based approach and matrix computation. This sacrifices some degree of precision but
significantl\ reduces the computation complexit\, which can be helpful in anal\]ing large-scale software.
I suggested the tZo-phased search-based refactoring identification methodbfor the efficient search space exploration b\ predicting refactoring candidates with higher
chances of qualit\ improvement. Compared to the no-reduction approach, our approach could beb13.5 (max) times faster in time.

IPSURYePeQW Rf CKaQJe-PURQeQeVV PUedLcWLRQ (KAIST) MDU. 2006 - FHE. 2010
I developed a more accuratebchange-proneness prediction model to help determine more critical maintenance activities.bI devised the new behavioral dependenc\ metricsbto
capture the d\namic aspects of the program, andbthebmodel accurac\ (R-square) using these metrics is an 8% increase over the model using onl\ program structural metrics.b

E;3E5IENCE
SSULQJbRaUd,°DaWa ScLHQcH CaUHHU TUacN - SWXdHQW (DHHS LHaUQLQJ SSHcLaOL]aWLRQ) 2FW. 2018 - AXJ. 2019

Mastering skills in P\thon, SQL, data wrangling, data visuali]ation, explorator\ data anal\sis, and machine learning and deep learning methods
Performed two data science-related capstone projects:b"Prediction of Scores for PXblic Schools in California" and "Sentiment Anal\sis of MoYie ReYieZs Xsing a Deep
Learning NeXral NetZork"

KRUea UQLYeUVLW\,°RHVHaUcK PURIHVVRU,°6HRXO, 6RXWK KRUHD 6HSW. 2013 - ASU. 2018
Advised graduate students to develop research topics and conduct the experiments
Awarded $158,000 in grants from the National Research Foundation of Korea for m\ research projects, "Efficient Refactoring Candidate Identification"

KRUea AdYaQced IQVWLWXWe Rf ScLeQce aQd TecKQRORJ\ (KAIST),°GUadXaWH RHVHaUcKHU,°DDHMHRQ, 6RXWK KRUHD MDU. 2005 - AXJ. 2013
Activel\ performed m\ project "ImproYement of Change-Proneness Prediction"band implemented metric measurement tools using Java and P\thon
Mentoring and Taught in Computer Science courses: "Introduction to JAVA programming" and "Capstone Projects in CS"

DATA ANALYSIS, VISUALIZATION, AND MODELING: Pandas, Nump\, Scip\, Matplotlib, P\plot, Seaborn, Scikit-Learn, Keras, Tensorflow, P\Spark, NLTK
STATISTICAL METHODS AND MACHINE LEARNING: Classification, Regression, Clustering, H\pothesis Testing, Deep Learning
PROGRAMMING LANGUAGES AND TOOLS: P\thon, SQL, Java, R, Fortran, Assembl\, Markdown, Latex, SPSS
RESEARCH AREAS: Software Engineering, Refactoring, Software Qualit\ Improvement, Software Design Measurement, Natural Language Processing
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TZR-SKaVe AVVeVVPeQW ASSURacK WR IPSURYe WKe EfÀcLeQc\ Rf RefacWRULQJ IdeQWLÀcaWLRQ,°IEEE TUaQVacWLRQV RQ SRIWZaUH EQJLQHHULQJ (TSE), VRO 44, NR. 10, SS. 1001 - 1023, OcW. 2018

AQ efÀcLeQW aSSURacK WR LdeQWLf\ PXOWLSOe aQd LQdeSeQdeQW MRYe MeWKRd UefacWRULQJ caQdLdaWeV,°IQIRUPaWLRQ aQd SRIWZaUH THcKQRORJ\ (IST), VRO. 59, SS. 53²66, MaU. 2015


